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MOTIVATION EXPERIMENTAL SETUP
» Background: * Train baseline late joint fusion approach that
» Prostate cancer is a common, deadly disease concatenates image and non-image features
» Diagnosis is multimodal: histopathology
Imaging + structured clinical risk factors « Exp. #1: Observe effect of auxiliary supervision
on concatenation vs. Kronecker fusion
» Problem: Existing methods for fusing « Exp. #2: Isolate which auxiliary supervision
histopathology Imaging + non-image data are methods improve upon the baseline (ablation)
extremely expressive (ex: Kronecker fusion)
> Likely to overfit small/low-dimensional data » Use 5-fold cross-validation (CV) with identical
base architecture and hyperparameters
* Question: Can we develop a parameter-efficient
method to learn from multimodal medical data? * Evaluate with mean AUC across CV folds

DATASET & TASK RESULTS

o 4,581 pa’;ients from fivg pha;e 1 clihigal trials w/ Fusion Auxiliary o AUC
paired histopathology imaging + clinical data Operation  Supervision
> Kx128—d|m bag” of pre.—ext.raocted Image features Concatenation 171K 0781 4+ 0.024
» 6-dim vector of numeric clinical features
Kronecker 66.3K 0.770 £ 0.018
 Age, PSA, T-stage, Gleason scores ,
Concatenation v 43.1K 0.792 + 0.014
« Goal: Predict prostate cancer distant metastasis (DM) Kronecker v 207.1K —0.781 £ 0.013

Experiment #1:
METHODS « Auxiliary supervision improves performance

« Solution: Use auxiliary sources of supervision

 Kronecker fusion increases parameter count

Extra Supervision Clinical Prediction Dense Fusio_n by 4_5X and deC reases pe rformance
>0, > &, B Extl:a. Clu.nc?l Dense Fusion AUC
T T T - Supervision Prediction
(&) .G ol @ L N> 0.781 + 0.024
s s o v 0.778 + 0.021
S L 1 v 0.789 + 0.013
—> > Y —> B
S — SN T v 0.776 £ 0.025
@) &) : Y Y 0.787 + 0.015
.« . . . v v 0.785 4+ 0.016
« Extra supervision: generate additional image- / Y 0.790 + 0.012
only and clinical-only outcome predictions on L
L. v v v 0.792 4+ 0.014
» Minimize sum of cross-entropy (CE) losses
 Clinical prediction: use image-only features to Experiment #2:
predict/regress associate non-image inputs » Combination of all three methods works best
» Minimize simple MSE loss » Galn In performance Is not purely additive

« Dense fusion: encourage dense interaction of

image-only, clinical-only, and fused features » Clinical prediction is the single most impactful
» Highest mean AUCs and lowest std AUCs
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